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Introduction 
Receptor modeling approaches such as positive matrix factorization (PMF) are 

effective tools in source identification of regional scale pollution over spatial scales of 
100-2000 km and temporal scales of weeks to seasons (Kim and Hopke, 2004).  The 
sources of aerosols on a regional scale over India have only recently received attention. 
Collocated measurements of physical, optical and chemical aerosol parameters were made 
at Kanpur (Tripathi et al., 2006; Tare et al., 2006) as part of a field campaign in December 
2004 to understand regional fog and haze formation.  In this work we use the time series 
aerosol chemical composition data from Kanpur to deduce probable sources using PMF.  
 
Modeling Method 

Pollutant source-receptor relationships can be expressed as X = GF + E, where X is 
the known pollutant elemental concentration matrix, E is the associated error matrix, F is 
the unknown source composition matrix or loading of different pollutants on the estimated 
factors and G is the unknown source contribution matrix or amount of material contributed 
by each factor/source (Paatero, 1997). PMF uses a weighted least squares approach to 
identify F and G. This model is solved using PMF2 software by minimizing the sum of 
squares of scaled residuals as given in equation (1), with the constraint that all elements of 
the estimated G and F matrices are non-negative (Paatero, 2004) 
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where n is the number of samples, m is the number of species, p is the number of 
estimated factors, and sij is the uncertainty associated with jth species in ith sample. PMF is 
used to identify factors, each with a distinct relative abundance of species, corresponding 
to emissions composition from different source categories, like biomass combustion, 
industrial emissions or dust, and estimate their contribution to particle concentrations.  

 
Results and Discussion 

The mass concentrations of particulate matter and constituent species including 
NO3

-, SO4
2-, Cl-, NH4

+, Na+, Mg2+, K+, Ca, Ca2+, Al, and Fe were measured in daily 8 h 
average samples during December 1-29, 2004 along with BC using an  aethelometer 
(Tripathi et al., 2006). Ca was excluded from PMF model run to avoid double counting.  
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All species were above detection limits and 3 missing values of BC were replaced 
by the geometric mean of the remaining data (Table 1). Sample uncertainties, sij, estimated 
using an uncertainty proportional parameter (Pj) and method detection limit (MDLj) are 
used to calculate signal to noise ratio, S/N (Table 1). Seven species had high S/N (greater 
than 2) and are strong species. Low S/N between 0.2 to 2 in Na+, Mg2+, Al and BC led to 
prescription of higher uncertainties for these species. 

 

 
 

Table 1 Summary of data screening. 

Speci
es 

Geomet
ric 
mean 
(µg/m3) 

Arithmet
ic 
mean 
(µg/m3) 

Min 
(µg/m
3) 

Max 
(µg/m
3) 

Method 
detectio
n limit 
(ng/m3) 

Pj
(%) 

Missi
ng 
values 
(%) S/N 

NO3
- 15.9 16.9 7.88 2.91 30.0 9 0 5.6 

SO4
2- 14.8 15.6 6.56 27.81 30.0 8 0 6.2 

Cl- 2.9 3.0 1.44 4.68 10.0 8 0 6.2 
NH4

+ 8.4 3.1 1.62 18.85 6.0 7 0 7.1 
Na+ 4.2 4.3 2.76 6.16 18.0 34 0 1.5 
Mg2+ 0.2 0.2 0.05 0.36 25.0 171 0 0.3 
K+ 5.1 5.2 2.89 6.95 20.0 8 0 6.2 
Ca2+ 1.3 1.5 0.29 3.48 0.9 9 0 5.5 
Al 0.8 1.0 0.32 2.66 3.0 38 0 1.3 
Fe 1.9 2.0 1.17 3.27 0.1 6 0 8.3 
BC 10.0 10.6 4.78 19.83 10.0 38 10 1.0 

 
To identify the likely number of factors, ten random runs (corresponding to different 
initial guesses) were used and the run with the minimum estimated Q value was retained 
for two to eight factors. Discontinuity in the slope of Q with change in factor number 
(Zhao and Hopke, 2004) and agreement of the estimated Q with its theoretical value 
(Figure 1a) are used to identify probable solutions. These considerations (Q = 186; Qtheo = 
184) suggested selection of a solution with four factors. Reduction in IM the maximum 
individual column mean, and IS the maximum individual column standard deviation of the 
residual matrix, with increasing number of factors (Lee et al., 1999) indicates three factors 
as the lower bound for solutions secure from lack of fit (Figure 1b). This analysis led to 
selection of the 4-factor solution for further interpretation. 

 
The PMF resolved factors will be examined for the relative abundance of different 

species, which will be compared with known tracers for given sources, e.g. K for biomass 
combustion or SO4

2- as secondary sulphate for fossil fuel SO2 emissions. Further, 
emissions inventory information will be used to identify specific sources in the vicinity of 
Kanpur that are likely contributors to the measured aerosols. 
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Figure 1 Variation in (a) Q value and (b) IM and IS with number of factors. 
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